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 Reference: OIA-2023/24-0683 
 
Dear  
 
Official Information Act request relating to security briefings related to AI 
 
Thank you for your Official Information Act 1982 (the Act) request received on 29 March 2024. 
You requested: 
 

“Specifically, I am looking to obtain any information, intelligence reports or briefing 
notes pertaining to identified risks and/or opportunities in the area of Artificial 
Intelligence (AI) over the last ten years, which may have any direct relevance to 
Counter-Terrorism and national security in New Zealand.” 

 
On 29 March 2024, we requested a refinement from you. You responded with the following 
refinement: 
 

For the part seeking: any information, intelligence reports or briefing notes 
• Keeping my OIA request to just official written reports/briefings and advice 

provided for the Prime Minister or Minister for National Security and Intelligence 
would be appreciated. Additionally, official reports produced by DPMC for the 
public (or possibly to other government departments) would also be helpful if 
available. 

For the part seeking: the last ten years 
• Can I amend this to the last five years please.  

For the part seeking: Counter-Terrorism and national security in New Zealand   
• If possible, I am looking to obtain AI-relevant information which falls within the 

context of counter-terrorism, counter-extremism and public safety. These are 
the areas of AI and national security I am interested in exploring further please. 

• In essence, I am looking to research the potential risks, opportunities and 
threats posed by developing AI technologies, from specifically a Counter-
Terrorism and public safety (New Zealand) perspective - this may include cyber, 
physical and political security areas. 

  
Information being released 
 
One document has been identified as relevant to your request but is being withheld in full 
under s 6(a) of the Act. 
 
Also identified as relevant to your request are some briefings provided by the Department of 
the Prime Minister and Cabinet’s (DPMC) Policy Advisory Group to the Prime Minister. 
These briefings are provided to the Prime Minister in confidence to support him in his role as 
leader of the Government and chair of Cabinet. These briefings are withheld in their entirety 
under the following sections of the Act: 

 
• section 6(a), to protect the security or defence of New Zealand or the 

international relations of New Zealand. 
• section 9(2)(f)(ii), to maintain collective and individual ministerial responsibility 
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• We are also working on some other, related lines of effort. These include work under 

the Global Partnership on Artificial Intelligence (GPAI),  
 
 

. The GIFCT continues to work on 
algorithmic issues; we have emphasised the need for this work to continue, while 

 

Remainder of briefing is out of scope… 
 

s 6(a)

s 6(a)
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Draft PM Remarks 

National Security Commission on AI: Global Emerging Technology Summit 

13 July 2021 

[Mihi] 

• It is a great pleasure to be a part of this important conversation hosted by the National Security
Council on AI.  Thank you to the Commission, to Chairman Eric Schmidt for the invitation and
to all of the contributors who are here today.

• Open democratic societies like ours must show that they can thrive and hold true to their values
even as they lead the adoption of new technologies.

• We need to show that our model of participatory democracy, and transparent decision-making –
in addition to the inherent advantages it confers – offers us a better way of managing the dialogue
with citizens about the benefits and trade-offs of new technologies, and allows us to draw on a
thriving community and private sector that often leads the change.

• New Zealand brings a unique context – as a society founded on a partnership between indigenous
people and more recent arrivals, blending diversity with unique cultural foundations.  We are
geographically a long way from our neighbours.  Technology connects us with both our history
and the outside world.

• Even as we’re excited by the potential of artificial intelligence, we are committed to ensuring it
is developed in an ethical and human-centric framework.

• It’s important for New Zealand as we develop our tech industry and find ourselves increasingly
woven into global networks with likeminded partners that we can find an expression of those
values in our use of technology.  That’s why we are pleased to participate in this process, and
also why we’re involved in related initiatives such as the Global Partnership on AI.

• An ethical and human centred approach is important across everything we do.

• I’ve heard it said that the internet is necessarily just a mirror that reflects society – but rather a
prism that refracts it.  The machine learning tools that help us organise and comprehend
information, can also amplify and distort it in unexpected ways.  Social ills that existed before
can find a more virulent expression online.

• For New Zealand that became startlingly clear on 15 March 2019, when a terrorist steeped in
online conspiracy theories, in white supremacy, and islamophobia, consciously built an atrocity
‘for the internet’ – committed a racially motivated act of mass murder and broadcast it around
the world across all of the major social media platforms.  51 people from our Muslim community
were killed, 40 injured, among them children and infants and the elderly.

• This atrocity exposed some sinister aspects of the online environment that none of us had
anticipated.  The viral content spread rapidly and widely, re-victimising families and
communities and inciting other attacks around the world.

• The Christchurch Call represents New Zealand’s effort to use the moral obligation we had to
effect change globally – mobilising governments and online service providers to work with civil
society to take action against terrorism and violent extremism online.  It committed us to do so
while upholding human rights including freedom of expression and defending a free open and
secure internet.
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• The Christchurch Call is an emblematic example of the strength of open societies working
together.

• We are delighted with the announcement that the US is becoming a part of our shared effort.
They will be joining more than 50 other countries, a global network of civil society organisations,
and many of the world’s largest tech companies.

• The US brings a huge amount of technical knowledge and practical experience to the table.  We
are very pleased to have you as a partner.

• One of the most pressing issues we will look at together is the role of the AI in radicalisation.
What does an online ‘user journey’ look like for a person who is on the pathway towards violence,
and what role to machine learning processes play in helping to guide them there?  What can we
do collectively to the user interface to help prevent radicalisation to violence and mitigate national
security threats?

• This is difficult work, but it goes to the core of what it means to have ethical and responsible AI

• A big priority for us will be to bring more people into the conversation.  Marginalised
communities, victims of terrorism, people from a range of cultures and backgrounds who can
speak to different online experiences and help guide the necessary change.

• Diverse and marginalised voices are essential as part of our conversation about AI, data, and
emerging technology issues generally.

• To return to the theme with which I began, technology needs to serve and improve the lives of
all our citizens.  That is the best way to ensure the adoption and development of emerging
technologies occurs in ways that protect our national security.

• This in turn requires open and inclusive approaches to developing solutions.

• This is true for the work of the Christchurch Call.

• It is equally important for a wide range of other critical issues in emergent technology.  These
include the challenges of tackling a growing tide of misinformation and disinformation, dealing
with the growing cyber security threat, and managing the impacts of cybercrime.

• For New Zealand, we welcome this conversation – and the desire to build real, enduring
partnerships to tackle these difficult problems together.

~ 
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